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dress this issue. Third, socio-eco-
nomic capitalist precarities have 
eroded traditional masculine 
identities, fuelling reactionary, 
anti-feminist movements. Four, 
intersectional identities, namely 
gender and religion; and public 
occupations, such as journalism 
and politics, intensify women’s 
exposure to digital violence and 
online misogyny.

The present paper underscores 
the significance of interpreting 
the domains of civil society in 
our daily lives, namely cybers-
pace, through a feminist security 
lens. This standpoint endeavours 
to deconstruct misogynistic nar-
ratives of male domination and 
seeks to establish regulatory so-
lutions that prioritise women’s 
safety and well-being.
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Let us begin with a provoca-
tion: who among you has not yet 
relied on Generative Artificial In-
telligence (GenAI), such as Chat-
GPT, during your legal education 
or professional practice? Two as-
sumptions may be ventured with 
confidence: first, you did not phy-

sically raise your hand just now, 
since academic writing rarely 
demands performative gestures; 
second, despite any instinct to 
deny it, you almost certainly have 
turned to ChatGPT for precisely 
such purposes. 

Artificial Intelligence (AI) has 
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long moved from the periphery 
of legal education to its very 
core. From the early experimen-
ts in expert systems in the 1980s 
to today’s large language models 
(LLMs), the field has oscillated 
between enthusiasm for efficien-
cy and fear of disintegration of 
professional judgement. The ac-
celeration provoked by GenAI in 
the past three years makes the de-
bate unavoidable: if law schools 
do not adapt, they risk irrelevan-
ce. Yet the challenge is not me-
rely technological, it concerns 
pedagogy, ethics, regulation, go-
vernance, compliance, and ulti-
mately the self-understanding of 
law as a field. The guiding thesis 
of this paper is that the future of 
legal education depends not on 
resisting AI, but on critically in-
tegrating it, preparing students 
to be both competent users and 
reflective jurists capable of inter-
rogating its implications. 

The history of AI in law runs 
deeper than many assume. In the 
late 1980s, Edwina Rissland 
identified law as a promising do-
main for AI research, given its 
reliance on precedent, structured 
reasoning, and rich documentary 
record. Yet, she also warned of 
its peculiarities: law’s open-tex-
tured concepts, conflicting rules, 

and interpretive demands resist 
reduction to deductive algori-
thms157. Early expert systems at-
tempted to clone legal expertise 
by encoding rules and reasoning 
patterns into computer programs; 
while these projects revealed the 
difficulty of capturing legal nuan-
ce, they paved the way for more 
advanced systems in analytics, 
prediction, and reasoning158. As 
machine learning matured, the 
focus shifted: instead of enco-
ding rules, AI systems learned 
patterns from large corpora of 
text. 

Today’s GenAI represents a pa-
radigm shift: rather than rigidly 
encoding knowledge, it produces 
contextually relevant text, argu-
ments, and explanations, simu-
lating aspects of legal reasoning 
– Kuraku, Kalla and colleagues 
describe ChatGPT as a revolutio-
nary technology precisely becau-
se of its ability to generate na-
tural, scalable, and contextually 

157 Rissland, Edwina L. (1998). Artifi-
cial Intelligence and Legal Reasoning - 
A Discussion of the Field & Gardner’s 
Book. In AI Magazine, vol. 9, no. 3, p. 
45.
158 Leith, Philip (2010). The Rise And 
Fall Of The Legal Expert System. In Eu-
ropean Journal Of Law And Technolo-
gy, vol. 1, no. 1, pp. 1-3.

coherent responses159. As develo-
ped by the authors, the advanta-
ges are undeniable (adaptability, 
scalability, and efficiency), but 
so are the limitations (bias inhe-
rited from data training, lack of 
emotional intelligence, and su-
perficiality when dealing with 
highly specialized fields). In this 
sense, today´s AI reprises the old 
dilemma of expert systems – law 
resists mechanical formalization 
– though on a new scale and with 
new stakes.  

AI is not confined to class-
rooms. For practicing lawyers, 
these technologies have already 
begun to shift the terrain. Ala-
rie, Niblett and Yoon argued 
as early as 2017 that tasks once 
considered the preserve of ex-
pert judgment – predicting case 
outcomes, generating briefs, or 
conducting discovery – can now 
be performed more efficiently by 
data driven tools160. The result is 

159 AA. VV.  (2023). Study and Analysis 
of Chat GPT and its Impact on Different 
Fields of Study. In International Journal 
of Innovative Science and Research Te-
chnology, vol. 8, is. 3, p. 827.
160 Alarie, Benjamin; Niblett, An-
thony; Yoon, Albert H. (2018). How 
Artificial Intelligence Will Affect the 
Practice of Law. In University of Toron-
to Law Journal, vol. 68, sup. 1.

not only greater transparency and 
efficiency but also profound dis-
ruption of the traditional law firm 
model, historically dependent on 
interns, hierarchical partner-as-
sociate structure, and billable 
hours, since clients are increa-
singly cost-sensitive, demanding 
precision and value. 

As highlighted by the Center 
on the Legal Profession at Har-
vard Law School, clients are in-
creasingly turning to Alternative 
Legal Services Providers and 
specialized startups, whose agi-
lity and technological integration 
position them at the center of 
the legal services market, there-
by challenging the dominance of 
traditional law firms161. 

As further developed by Sund-
quist, technology is not merely a 
tool but a force reconstructing the 
very meaning of law162. From on-

161 Wilkins, David B.; Ferrer, María 
J. Esteban (2019). Taking the “Alter-
native” Out of Alternative Legal Servi-
ces Providers. In The Practice, Harvard 
Law School Center on the Legal Profes-
sion, July/August.
162 Sundquist, Christian Pow-
ell (2021). Technology and the 
(Re)Construction of Law. In Jour-
nal of Legal Education, vol. 70, 
nos. 2 & 3, pp. 402-405.
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line dispute resolution platforms 
to algorithmic decision-making 
in government, law is increasin-
gly mediated by digital infras-
tructures. The COVID-19 pande-
mic merely accelerated this shift, 
normalizing remote hearings and 
hybrid procedures. If legal prac-
tice itself is being reconstructed, 
legal education cannot stand still.

Most certainly direct evidence 
of AI’s impact on learning co-
mes from Thibault Schrepel’s 
two-year classroom experiment. 
Students were divided into three 
groups: those prohibited from 
using ChatGPT, those permitted 
unrestricted use, and those trai-
ned in structured prompting and 
critical evaluation. The results 
are telling that memorization was 
unaffected, but reasoning and 
writing improved significantly 
when AI was used under guidan-
ce. The conclusion is unequivo-
cal: prohibition is counterproduc-
tive, and structured integration 
is essential163. This aligns with 
wider calls for reform: Conway 
emphasizes adaptability and in-
clusivity as core principles of le-

163 Schrepel, Thibault (2025). Genera-
tive AI in Legal Education: A Two-Year 
Experiment with ChatGPT, available at 
SSRN

gal curricula, while Sundquist 
insists that law schools must pre-
pare students for a techno-legal 
landscape where digital fluency 
is inseparable from professional 
competence164. The very format 
of traditional assessments – par-
ticularly long-form dissertations 
– may require rethinking in an 
age where drafting can be par-
tially outsourced to machines. 

Law schools should embrace 
pedagogical pluralism, allowing 
both students and professors 
to experiment with integration 
strategies. Students are not wai-
ting for permission, since GenAI 
has become a tool of everyday 
intellectual life. By mid-2025, 
ChatGPT had over 700 million 
weekly active users, with writing, 
information-seeking, and practi-
cal guidance dominating the ex-
changes165. For legal education, 
this highlights the inevitability 
of AI as a writing and decision 
supporter – precisely the domain 

164 Conway, Danielle M. (2021). Em-
bracing and Making Change in Legal 
Education: Serving the Law Students of 
Today and Tomorrow. In Journal of Le-
gal Education, vol. 70, nos. 2 & 3, pp. 
402-405.
165 AA. VV.  (2025). How People Use 
ChatGPT. NBER Working Paper, no. 
34255, pp. 1-4.

in which lawyers operate. Rather 
than resisting, institutions must 
teach law students to critically 
edit, contextualize and validate 
AI outputs – investment in AI 
literacy is important not only 
because we recognize AI’s stren-
gths, but also because we recog-
nize its weaknesses. 

Oxford University’s 2025 de-
cision to provide ChatGPT Edu 
to all students and staff is em-
blematic and illustrates how lea-
ding institutions are embracing 
AI. With enterprise-level data 
protection and privacy control, 
structured training, and gover-
nance frameworks, Oxford be-
comes the first United Kingdom 
(UK) university to operationalize 
the very pedagogical and ethical 
principles identified by empiri-
cal studies: structured exposure, 
AI literacy, and accountable in-
tegration. This model provides a 
blueprint for law schools worl-
dwide166. 

Pedagogy cannot be separa-
ted from law’s normative fra-
meworks, since AI systems raise 

166 Oxford university (2025). Oxford 
Becomes First UK University to Offer 
ChatGPT Edu to All Staff and Students. 
In Oxford University News, September 
19.

profound constitutional and re-
gulatory issues. Scholar Solow-
-Niederman warns of doctrinal 
collapse at the intersection of 
copyright and privacy, creating 
regulatory vacuums that risk 
entrenching corporate domi-
nance167. Cobbe and colleagues 
propose reviewability as a prin-
ciple borrowed from adminis-
trative law to guide algorithmic 
accountability, ensuring that de-
cisions remain subject to mea-
ningful scrutiny168. The European 
Union’s (EU’s) AI Act offers a 
rights-based framework, embe-
dding human oversight and risk 
classification into regulatory de-
sign. 

These debates belong inside 
the law school. To teach AI in 
law is not only to train competent 
users, but to cultivate critical ju-
rists who can interrogate the ethi-

167 Solow-Niederman, Alicia (2025). 
AI and Doctrinal Collapse. In 78 Stan-
ford Law Review_ (forthcoming 2026), 
Public Law Research Paper no. 2025-
46, pp. 3-7.
168 Cobbe, Jennifer; Lee, Michelle, 
Seng Ah; Singh, Jatinder (2021). Re-
viewable Automated Decision-Making: 
A Framework for Accountable Algori-
thmic Systems. In ACM Conference on 
Fairness, Accountability, and Transpa-
rency, pp. 1-7.
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cal, constitutional, and societal 
implications of AI systems. Here 
digital constitutionalism beco-
mes particularly relevant: Scho-
lars reminds us that AI is not only 
a technical question but a consti-
tutional one, touching fundamen-
tal rights and democratic gover-
nance169. Law schools, therefore, 
must not only teach students how 
to use AI, but also how to criti-
que, regulate, and govern it in a 
responsible way.

Legal education thus faces a 
dual challenge: integration and 
governance. Integration requi-
res embedding AI in research, 
writing, and reasoning, while 
governance demands ethical sa-
feguards, transparency, and insti-
tutional accountability.  The risk 
is clear: overregulating may sti-
fle innovation and drive students 
into clandestine, unregulated use; 
underregulating may produce ju-
rists and lawyers who cannot dis-
tinguish between valid reasoning 
and persuasive nonsense. The 
challenge lies in striking a ca-

169 Duarte, Francisco de Abreu 
(2025). Digital Constitutionalism and 
Online Content Moderation: Three Mo-
dels for the Future of Online Speech. In 
Giovanni De Gregorio, Oreste Pollici-
no, and Peggy Valcke (eds), pp. 2-9.

reful balance: law schools must 
train graduates to act not only as 
competent users of AI but also as 
critical editors, strategic thinkers, 
and stewards of legal processes 
increasingly mediated by techno-
logy. 

From Rissland’s early reflec-
tions on the limits of legal forma-
lization, to Schrepel’s empirical 
evidence of AI’s pedagogical po-
tential, from Alarie’s vision of 
predictive analytics in practice 
to Oxford’s institutional embrace 
of ChatGPT, the literature con-
verges on a common insight: AI 
is not the end of legal education, 
but its renewal, its opportunity 
to reshape itself. Law schools 
must embrace this opportunity, 
preparing students to be fluent in 
law, literate in AI, and capable of 
navigating the uncertain terrain 
between them. The lawyer of to-
morrow will not be replaced by 
AI but most certainly will not re-
main unchanged by it.
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